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Spin-orbit coupling induced broadening of the spin crossover transition
in divalent cobalt probed by Kβ x-ray emission
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The pressure-induced spin crossover in divalent cobalt is studied. It is shown that the change in spin as a
function of pressure and its effects on Kβ x-ray emission depend on the 3d spin-orbit interaction and local
exchange fields, leading to a broadening of the spin-crossover transition as a function of octahedral crystal
field or pressure. A detailed comparison is made with experimental data on Na3Co2SbO6 as a function of the
octahedral field tuned by pressure. Additionally, the spectral weight of the Kβ ′ feature is studied for transition
metals, and the Tsutsumi rules [K. Tsutsumi, J. Phys. Soc. Jpn. 14, 1696 (1959); K. Tsutsumi and H. Nakamori,
J. Phys. Soc. Jpn. 25, 1418 (1968); K. Tsutsumi et al., Phys. Rev. B 13, 929 (1976)] are reexamined.
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I. INTRODUCTION

A spin crossover indicates a change in the local spin of,
typically, a transition-metal ion [1,2]. Spin crossovers have
potential applications in nanophotonic devices [3]. Examples
are memory storage [1,2] and temperature-sensitive MRI con-
trast agents [4]. In many systems, the different spin states are
clearly distinct configurations that are weakly coupled by the
spin-orbit interaction, which can only change the spin S by
±1 via the L±1S∓1 terms. In the prototypical spin crossover in
d6 systems (Fe2+ or Co3+), the spin changes from S = 2 to
S = 0. This requires two spin flips from S = 2 to 1 and from
S = 1 to 0. The double spin flip makes the transition between
the spin states far from trivial; see [5] and references therein.
Due to the weak coupling, one expects a sharp transition
between the spin states when, for example, the spin crossover
is induced by pressure. This was clearly demonstrated by
Weis et al. [6] who observed an extremely sharp transition
for divalent iron. They also showed how a broadening of the
transition can occur due to the coexistence of different spin
states resulting from the pressure gradient due to the pressure
medium that is used. The high-to-low spin transition can also
be broad if the local moments are gradually destroyed in the
competition between the increased bandwidth and the local
spin formation due to the Coulomb interaction [7]. However,
this is a continuous process over a very wide pressure range.

Recent pressure experiments [8] on divalent cobalt in
Na3Co2SbO6 only show a modest reduction due to the in-
creased bandwidths up to the spin-crossover transition. This
system was a candidate for a Kitaev spin liquid [9]. However,
the material undergoes a spin crossover as a function of pres-
sure which quenches the orbital degrees of freedom required
for bond-directional exchange at the root of Kitaev’s model.
For this system, the spin transition as a function of pressure
shows a substantial broadening. In this paper, it is demon-
strated that this broadening is an intrinsic effect resulting from

the coupling of the high- and low-spin states via the spin-orbit
interaction. Unlike Co3+, where the spin crossover involves
two spin flips, the spin transition in divalent cobalt (3d7) is due
to a single spin flip from t5

2ge2
g (with total spin S = 3

2 ) to t6
2ge1

g

(S = 1
2 ). This leads to a stronger coupling between the high-

and low-spin configurations, which makes the spin crossover
significantly more interesting.

The spin crossovers are studied with Kβ x-ray emission
spectroscopy (XES), where the radiative 3p → 1s decay fol-
lowing the removal of a strongly bound 1s core electron is
studied [10,11]. Isotropic Kβ XES, i.e., spectra in the absence
of polarization effects, is relatively insensitive to ground-state
properties compared to, say, x-ray absorption. This is because
the radiative transitions do not directly involve the valence
shell and the ground-state properties are observed via interac-
tions between the 3p core hole and the 3d valence electrons.
The spectral line shape is dominated by the strong 3p-3d
Coulomb interaction and a large core-hole lifetime broaden-
ing. This allows one to probe the total spin S of the valence
shell, but provides little insight into, say, the magnitude of
local crystal fields or any orbital effects. More sensitivity can
be obtained by using polarization effects. This can be done
in the excitation process by leveraging the spin selectivity of
XES to probe the spin splitting of the empty density of states
with spin-selective x-ray absorption measurements [12–15].
Alternatively, dichroism in the x-ray emission process can
be measured [16]. However, in the study of spin crossovers,
isotropic nonresonant Kβ XES is often preferred over, for
example, L-edge x-ray absorption spectroscopy (XAS) since
hard x-rays have the advantage over soft x-rays that they do
not require ultrahigh vacuum and that they can penetrate a
diamond anvil pressure cell. Spin crossovers can be studied
theoretically by a variety of different methods. Our interest
lies in the transition as a function of pressure. Due to the
difference in spin, one could expect the spin transition to
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be sharp as a function of pressure. However, experimentally,
this is generally not the case. Theoretically, a broad transition
between the high- and low-spin states as a function of pressure
has been obtained in dynamical mean-field studies of MnO
[7], where a gradual spin crossover is obtained by a reduction
in the Coulomb exchange when the volume of the system de-
creases. Combined with the change in crystal field, this lowers
the energy of the spin-down t2g band and increases the energy
of the spin-up eg band. This causes the eg electrons to be
transferred into the t2g down-spin states. Since the bandwidths
are several electronvolts wide, this transition is smooth as a
function of pressure. In recent experiments on divalent cobalt
[8], the local spin only shows a modest reduction up to the
spin-crossover transition. This transition is studied in a local
model that has a spin-crossover transition without a significant
reduction of the Coulomb exchange. This allows additional
interactions, such as the spin-orbit interaction in combination
with exchange fields, to affect the spin states. This leads to a
more complex spin-crossover transition.

It is shown that these effects are visible in Kβ emission,
leading to a broadening of the transition that is dependent on
the coupling between the spin states. The paper is divided
as follows. In Sec. II, the model used in the calculations
is described. In Sec. III, we take a closer look at how Kβ

XES is sensitive to the local spin and look into more detail
at the spectral weights and reexamine the rules given by
Tsutsumi et al. [17–19]. In Sec. IV, the focus then shifts to
the pressure-induced spin crossover in divalent cobalt. It is
demonstrated how relatively small parameters, such as the
spin-orbit interaction and local exchange fields, can affect the
pressure dependence of the spin crossover.

II. MODEL

The Kβ XES spectra are calculated using ionic models
including the full Coulomb multiplet interaction [20–22]. The
parameters for the Coulomb and spin-orbit interactions are
calculated within the Hartree-Fock limit [23]. The crystal
field is an adjustable parameter that simulates the change in
the local octahedral surroundings. The crystal field strength
10Dq is 1.1 eV at ambient pressure, which was obtained
from a detailed fit of the L-edge x-ray absorption [22]. A
crystal field of 2.3 eV is needed to induce a crossover from
high-to-low spin.

The spectra are calculated using [14]

I (ω′) =
∑

f

|〈 f |D|1s g〉|2δ(h̄ω′ + E f − ε1s − Eg), (1)

where h̄ω′ is the energy of the emitted photon, E f and Eg

are the final and ground-state energies, respectively, ε1s is the
binding energy of the 1s electron, and D is the dipole operator.
This assumes that the initial photoexcitation of the 1s electron
has only a minor effect on the nature of the ground state.
This is a good approximation since the Coulomb exchange
between the 1s and 3d electrons is small with the Coulomb
exchange parameter [21] equal to F 2 = 65 meV. Since this is
significantly smaller than the 1s core-hole lifetime broadening
(1.2 eV FWHM), all intermediate states contribute to the
emission process.

III. THE S/(S + 1) INTENSITY RATIO RULE

The experimental Kβ x-ray emission spectra are relatively
simple due to the lifetime broadening of several electronvolts
of the 3p core hole. They are often characterized by a strong
main peak denoted as Kβ1,3 and a weaker feature, generally
denoted by Kβ ′ , at lower outgoing photon energies. Since
the excitation and emission processes do not directly involve
the 3d valence shell, the spectral line is relatively insensitive
to ground-state properties such as the projected orbital and
spin moments. However, it is sensitive to the total spin mo-
ment since the spectral features are largely due to the strong
Coulomb interaction between the 3p core level and the 3d
valence shell. The sensitivity of the Kβ x-ray emission to the
total spin in the ground state S makes it a useful tool in the
study of spin-crossover phenomena.

The analytical understanding of the Kβ intensities has, for
a long time, been dominated by the rules given by Tsutsumi
et al. [17–19]. When neglecting the spin-orbit interaction,
the states are defined by their total spin. Since the radiative
transitions do not include the valence shell, the probability
of reaching a certain final-state total spin is determined by
the degeneracy of the spin state. When the spin carried by
the valence electrons in the ground state is S, the possible
final-state spins are S± = S ± 1

2 , with the ± indicating the
orientation of the 3p spin relative to the valence spin. The
relative intensities of reaching final states with S± is then
given by

IS−

IS+
= [S−]

[S+]
= 2S− + 1

2S+ + 1
= S

S + 1
, (2)

where the shorthand for the multiplicity [S] = 2S + 1 is used.
The multiplicity arises from the number of projected spin
components, MS = S, S − 1, . . . ,−S.

The additional assumption [17–19] is that the Kβ1,3 and Kβ ′

are separated by an energy J (S + 1), where J is the effective
Coulomb exchange between the 3p hole and the 3d electrons.
However, whereas the intensity ratio rule is exact, the iden-
tification of Kβ1,3 and Kβ ′ with S+ and S−, respectively, is
not. Although Kβ ′ has predominantly S− character, the main
Kβ1,3 also has a significant contribution from S− states, as the
calculations below will show.

To elucidate the deviation of experimental observations
from Tsutsumi’s rule, spectra are calculated in spherical or
SO(3) symmetry in the absence of spin-orbit interaction.
Although the spin-orbit coupling strength ζ3p = 1.14 eV is
not negligibly small, the spectral features of the Kβ spectra
are dominated by the Coulomb interactions that spread out
the spectral features over 15–20 eV. Focusing solely on the
Coulomb interactions allows the identification of the total spin
and orbital moments in the different final states. The lifetime
broadening is 2.5 eV FWHM. This lifetime broadening is less
than the intrinsic value to make the spectral features more
identifiable. Details given later in the paper show an energy-
dependent broadening larger than 3.75 eV. Additionally, a
Gaussian broadening of 1 eV was used to simulate exper-
imental resolution. The spectra for different numbers of 3d
electrons are given in Fig. 1. Although additional interactions
can further split the final states, they are too small to cause
a significant transfer of spectral weight between the Kβ1,3 and
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FIG. 1. The Kβ spectra in spherical symmetry for divalent
transition-metal ions from 3d1 (Sc2+) to 3d9 (Cu2+). The total Kβ

spectra (black) are divided into S+ (blue) and S− (red) contributions.
To avoid large shifts in energy, the spectra are plotted as a function
of the relative emission energy such that the first moment of the
spectrum is zero. The small vertical lines indicate the separation
between the Kβ1,3 and Kβ ′ features. For the solid lines, there is no S+
contribution at lower emission energy. For some spectra, the Kβ1,3 and
Kβ ′ are separated by the local minimum in the emission spectrum;
see vertical dashed lines. For Sc2+ and Cu2+, the composition of the
spectra in terms of Coulomb multiplets is shown for the singlet states;
see text.

Kβ ′ regions. Therefore, they will not significantly affect the
discussion of Tsutsumi’s rules.

In the next section, we shall see that the 3d spin-orbit
coupling can have an effect on the Kβ emission spectra in
divalent cobalt. This might seem surprising since the inter-
action strength ζ3d = 66 meV is very small. However, the
changes are not a result of final-state effects, but due to a
change in the ground state. In the presence of the 3d spin-orbit
coupling, the total spin S in the ground state is no longer a
good quantum number. The mixing of different spin states is
obviously particularly strong close to a spin crossover. This
can have a strong effect on how the final states are accessed.

Let us look at the spectra in spherical symmetry; see Fig. 1.
First of all, we note that the intensity ratio rule in Eq. (2) is
correct for the calculated spectra. The ratio of the integrated
intensities of the spectra with S− = S − 1

2 (red lines) and
S+ = S + 1

2 (blue lines) final states (see Fig. 1) is indeed given
by S/(S + 1). However, whereas the Kβ ′ is due to S− final

FIG. 2. The intensity ratio IKβ′ /IKβ1,3
as a function of the number

of 3d electrons indicated by the elements of the divalent ions. The
solid and dashed lines give the intensity ratios for the different
separations of Kβ ′ and Kβ1,3 ; see Fig. 1. For comparison, the blue
line gives Tsutsumi et al.’s [17–19] estimate S/(S + 1).

states, S− spectral weight is also present in the main Kβ1,3

region; see the red lines in Fig. 1.
The value of S/(S + 1) therefore cannot be directly asso-

ciated with the intensity ratio of Kβ ′ and Kβ1,3 . To determine
the real intensity ratio, one must first define Kβ ′ . Although
still relatively straightforward in spherical symmetry, there
is unfortunately no clear definition of the Kβ ′ states and its
identification becomes harder for more complicated systems
including crystal fields and spin-orbit interactions. For spher-
ical symmetry, the best definition is the S− final states with
an emission energy lower than the lowest S+ final states. This
separation is given by the small solid vertical lines in Fig. 1.
The intensities are calculated without applying the broaden-
ings. Therefore, the tails of the S+ features can cross the solid
vertical lines without affecting the theoretical calculations of
the Kβ ′ -Kβ1,3 intensity ratios. Although this identification is
straightforward in a theoretical calculation, these emission
energies can be rather close to the main Kβ1,3 features. Ex-
perimentally, one might choose a different separation, for
example, the minimum in the spectrum between Kβ ′ and Kβ1,3 .
This is indicated by the small dashed vertical lines in Fig. 1.

After the identification of the Kβ ′ region, the intensity ratio
can be calculated; see Fig. 2. The intensity ratio is off by a fac-
tor 1.7–6.3 with the S/(S + 1) estimate [17–19]. Surprisingly,
although one might expect the S/(S + 1) rule to work better
for early transition metals due to the larger energy separation
between Kβ ′ and Kβ1,3 , it is actually worse due to the signifi-
cant S− contributions to the main Kβ1,3 line. Additionally, the
difficulties in identifying the Kβ ′ region can further decrease
the agreement.

However, despite these limitations, the Kβ ′ region still pre-
dominantly consists of S− states. Therefore, it will show a
sensitivity to a change in the ground-state total spin, which
is one of the more interesting features of Kβ emission. Ad-
ditionally, the S/(S + 1) rule provides a decent indication
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of the relative trend of the Kβ ′ -Kβ1,3 intensity ratio across
the transition-metal series. However, one should be careful
drawing too many conclusions from a semiquantitative anal-
ysis without an accompanying calculation of the spectral line
shape.

Let us try to obtain a better understanding of the intensity
ratios. When the outgoing polarization is not measured, the
intensities can be determined by looking at the maximum spin
since all spin directions give the same result. For a particular
ground-state spin S due to the 3dn valence electrons and a
core-level spin σ = ± 1

2 =↑,↓ parallel or antiparallel to S, the
intensities to final states of a particular spin are given by

I±
σ = ∣∣〈S±, S+σ

∣∣SS; 1
2σ

〉∣∣2
, (3)

where constant factors, such as reduced matrix elements,
have been omitted; S± = S ± 1

2 ; and 〈JM|J1M1; J2M2〉 is a
Clebsch-Gordan coefficient that couples J1 and J2 to a total
angular momentum J . When the spin of the core level is
parallel to the valence spin, only final states with S+ = S + 1

2
can be reached and I+

↑ = 1 and I−
↑ = 0. When the spin of the

core level is antiparallel to the valence spin S, final-state spins
S− = S − 1

2 can be reached. However, it is still possible to
reach the S+ final states with projected spin MS = S − 1

2 =
S+ − 1. Their intensities are given by I−

↓ = 2S/[S] and I+
↓ =

1/[S], using the shorthand [S] = 2S + 1. The dependence in
reaching final-state spin values on the direction of the spin
of the core level relative to the valence spin results in the
spin sensitivity of the resonant XES spectra [14]. The ratio
of reaching the S± final states is then

I−
↓

I+
↑ + I+

↓
= 2S/[S]

1 + 1/[S]
= S

S + 1
. (4)

This reproduces the Tsutsumi spin ratio in Eq. (2).
A similar analysis can be performed when looking at the

orbital angular momenta. The probability of reaching a certain
final state L′ of the 3p53dn configuration is given by

IL′
q = |〈L′, L + q|LL; 1q〉|2, (5)

where q = 1, 0 − 1 is the polarization of the outgoing ra-
diation. Again, if we are not measuring the polarization of
the outgoing light, one can consider the maximum projected
orbital angular momentum value ML = L since all directions
produce the same result. In the absence of polarization de-
tection, the intensity for a particular final state L′ = L + 1,

L, L − 1 value is given by

IL′ =
1∑

q=−1

IL′
q = [L′]

[L]
. (6)

As with the spin, the probability of reaching a particular L′
value is simply given by the multiplicity of the final state. Note
that the total intensity is independent of L,

Itot = 1

3

L+1∑

L′=L−1

IL′ = 1. (7)

This is expected since the 3p → 1s decay should be indepen-
dent of the orbital angular momentum L of the valence shell.

Let us apply this to the simple cases of Cu2+ and Sc2+.
Both have the same final-state multiplets 1,3P, 1,3D, and 1,3F
using the notation 2S+1X with X = S, P, D, F, . . . for total
angular momenta L = 0, 1, 2, 3. These are the possible multi-
plets that can be formed by combining a 3p hole with orbital
angular momentum l3p = 1 and a 3d electron or hole (for Sc2+

and Cu2+, respectively) with l3d = 2. The total angular mo-
menta are then L = l3p + l3d , . . . , |l3p − l3d | = 3, 2, 1. From
a “spectroscopic” point of view, the systems are comparable
since all the multiplets have the same intensities for scandium
and copper. If one assumes the Kβ1,3 and Kβ ′ lines have only
triplet and singlet character, then the intensity ratio would be
given by IKβ′ /IKβ1,3

= [S−]m/[S+]m = S/(S + 1) = 1
3 , where

the total orbital multiplicity is m = ∑L+1
L′=L−1[L] and the spin

multiplicity is [S±] = 1, 3 for S± = 0, 1, respectively. These
are the values given by the blue line in Fig. 2. For Cu2+

and Sc2+, the total orbital multiplicity is m = 15. Note that
the total orbital multiplicity is equal to the total number of
orbital states that can be made when combining a 3p and a
3d orbital, i.e., 3×5 = 15. Combined with the spin, there are
a total of 60 possible states. The L and S quantum numbers
indicate how the states split in the presence of Coulomb in-
teractions. If the Kβ1,3 and Kβ ′ are solely determined by the
spin S±, then the total orbital multiplicity m cancels since
all angular momentum values can be reached in both spectral
features.

However, the spectra do not look the same (see Fig. 1) since
the eigenenergies of the multiplets for 3p53d1 and 3p53d9

are different. This is because the Coulomb interaction is also
strongly dependent on the orbital angular momentum L and
the assumption that it is only determined by the final-state
spin S± is an oversimplification. As can be seen in Fig. 1,
for both Sc and Cu, the Kβ1,3 region contains singlet character.
For copper, the singlet intensity in the Kβ1,3 is due to the 1D
multiplet. The Kβ ′ region consists of 1P and 1F multiplets,
whose energy separation is less than the lifetime broadening.
When calculating the intensity ratio, the 1D intensity has
to be included in the Kβ1,3 region. This gives IKβ′ /IKβ1,3

=
[S−]([1] + [3])/([S+]m + [S−][2]) = 1

5 = 0.2, where [L] =
2L + 1 are the multiplicities of the orbital angular momenta;
see Fig. 2. For scandium, the Kβ ′ intensity is even weaker
since the only multiplet in this region is 1P. The intensity ra-
tio is then given by IKβ′ /IKβ1,3

= [S−][1]/{[S+]m + [S−]([2] +
[3])} = 1

19
∼= 0.053, in agreement with Fig. 2.

The analysis becomes more complicated for other ele-
ments. For example, for Ni2+, the final states that can be
reached from the 3F ground state are 2,4D, 2,4F , and 2,4G.
The Kβ ′ region consists of 2D and 2G spectral weight; 2F
intensity can be found close to the boundary between the
Kβ1,3 and Kβ ′ features. Note that this division is a human
definition based on the energies of the final states. There is
nothing fundamental that clearly distinguishes the Kβ ′ from
Kβ1,3 since the multiplets for different spins simply overlap.
Although it appears that all doublet states are close to the Kβ ′

region, there are additional multiplets with the same L and S
values. For example, 2F occurs at energies −6.99, 0.39, and
3.34 eV with relative weights 0.047, 0.014, and 0.051, respec-
tively; see Fig. 1. The latter two are clearly both in the Kβ1,3

region.
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The addition of spin-orbit and crystal-field interactions
further complicates matters. However, these interactions are
significantly smaller than the 3p-3d Coulomb exchange. In
summary, although the Kβ ′ -Kβ1,3 intensity ratio is sensitive to
changes in the ground-state spin S, not all S − 1

2 final states
are in the Kβ ′ region and interpretations of Kβ XES should be
accompanied by detailed calculations of the spectra.

IV. SPIN CROSSOVER IN DIVALENT COBALT

Although less commonly studied than spin crossovers in
3d6 systems, divalent cobalt (3d7) can also show a high-to-
low spin transition as a function of increasing crystal field.
This has become relevant recently when honeycomb systems,
such as Na3Co2SbO6, were suggested as potential Kitaev
spin-liquid systems [9]. Attempts have been made to push
the system into the spin-liquid state by applying pressure.
However, a high- to low-spin crossover removes the orbital de-
grees of freedom required for the bond-directional exchange
anisotropy of Kitaev’s model [8]. Here, we look in detail at
the Kβ emission for the spin crossover in divalent cobalt.

Let us first look at the spin crossover in more detail.
Figure 3(a) shows the hole densities in the eg and t2g orbitals
as a function of the octahedral crystal field 10Dq. Here, the
focus is on the effects due to 10Dq. Additional small noncubic
crystal fields, such as those arising from a trigonal distortion
[22], are neglected. In the high-spin state, the irreducible rep-
resentation of the ground state without spin-orbit coupling is
4T1[t5

2ge2
g(3A2)] and hole densities of neg

= 2 and nt2g
= 1 are

expected. For the low-spin state, the ground state is t6
2ge1

g (2E )
and neg

= 3 and nt2g
= 0. Away from the spin crossover, the

hole densities are close to these values [see Fig. 3(a)], but on
closer inspection, deviations from this simple picture occur.
First, the hole densities in the high-spin state are neg

∼= 1.95
and nt2g

∼= 1.05. This is due to the Coulomb mixing with the
4T1[(t4

2g(3T1)e3
g] state [22]. Similar small deviations due to

Coulomb mixing are present for the low-spin state.
Second, although there is a discrete jump at the spin-

crossover point at 10Dq = 2.268 eV, the hole densities in
the low-spin state change over several tenths of electronvolts
to reach their asymptotic values. This should be contrasted
with the high-spin state, where the hole densities are (al-
most) constant. However, in the presence of an exchange field
due to neighboring spins, Hexch = �ex

∑
m σd†

mσ dmσ , where
m = 2, 1, 0,−1,−2 is the projected angular momentum and
σ = ± 1

2 is the projected spin moment, the transition no longer
shows a discrete jump. Note that long-range magnetic order
is not needed for the lowering of the local symmetry. This
behavior can be understood as follows. The different spin
states are mixed by the 3d spin-orbit coupling. The orbital
symmetry T1 can be viewed as an effective Leff = 1 state.
Coupling with the S = 3

2 spin gives effective total angular
momentum states Jeff = 1

2 , 3
2 , 5

2 , where the ground state has
Jeff = 1

2 . This picture is somewhat simplified [22]. It is more
appropriate to use the E ′ and U ′ irreducible representations
for octahedral symmetry [24], which are two- and fourfold
degenerate, respectively. The Jeff = 1

2 and 3
2 then become E ′

and U ′. Within octahedral symmetry, the sixfold degenerate
Jeff = 5

2 splits into E ′ ⊕ U ′ [22]. The fourfold degenerate

FIG. 3. (a) The hole densities neg
and nt2g

as a function of the
crystal field. The solid and dashed lines give the results without and
with an exchange field �ex = 50 meV acting on the spins, respec-
tively. The vertical lines indicate the 10Dq values for which the Kβ

x-ray emission is shown in Fig. 4. (b) The integrated intensities ISF

separated by different final-state spins SF normalized to the total
integrated intensity Itot of the Kβ emission.

low-spin state 2E becomes a U ′ irreducible representation
when the orbital and spin are coupled.

For high-spin divalent cobalt, the ground state is E ′
(Jeff = 1

2 ). Since the spin-orbit interaction is a scalar, it can
only couple states with the same irreducible representation.
However, the low-spin state has a U ′ symmetry and therefore
does not couple to the high-spin state below the high-to-low
spin transition. Therefore, the hole densities are almost un-
affected. Above the high-to-low spin crossover, the ground
state is U ′ representing the low-spin state. Although U ′ does
not couple to the lowest high-spin state, it does couple to the
high-spin U ′ states (arising from Jeff = 3

2 , 5
2 ). This mixing of

the low- and high-spin states causes the gradual change in the
hole densities above the high-to-low spin crossover.

The discrete change in the hole densities entirely disap-
pears when the symmetry is lowered by the presence of,
say, an exchange field working on the spin. As a result, the
fourfold degenerate low-spin state U ′ splits into two twofold
degenerate states. These states now couple with the twofold
degenerate high-spin ground state. The presence of the
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exchange field now completely removes the jump in the spin
crossover; see Fig. 3(a). The presence of the exchange field
also increases the 10Dq value needed for a spin crossover
by �ex = 50 meV; see Fig. 3(a). The width of the transition
is related to the spin-orbit coupling strength ζ3d = 66 meV
in the ground state calculated within the Hartree-Fock limit
[22,23], which is comparable to the change in 10Dq across the
transition. Note that the effective spin-orbit coupling strength
for the splitting of the 4T1 state is further reduced [22].

Figure 3(b) shows the integrated intensities IS over the
entire Kβ XES spectrum for a particular final-state total spin
SF normalized to the total integrated intensity Itot. This cal-
culation is somewhat artificial since the final-state spin SF is
not a good quantum number in the presence of the 3d and
3p spin-orbit interactions. Additionally, the final-state crystal
field is switched off to allow the identification of the different
spin states. However, the purpose of this figure is to show how
the spin-orbit coupling in the ground state affects how the final
states of different spin are accessed, which can change the
Kβ ′ intensity. Since the integrated intensities are normalized
to the total intensity, the expected integrated intensities IS/Itot

are (S + 1)/(2S + 1) and S/(2S + 1) for SF = S ± 1
2 , respec-

tively. In the high-spin state (S = 3
2 ), one therefore expects

5
8 = 0.625 and 3

8 = 0.375 for SF = 2 and SF = 1, respec-
tively. For the low-spin state (S = 1

2 ), the expected integrated
intensities are 3

4 = 0.75 and 1
4 = 0.25 for SF = 1 and SF = 0,

respectively. These values are close to those in Fig. 3(b) when
the system is far from the spin crossover.

The effect of the spin-orbit coupling in the ground state on
the integrated intensities is comparable to what was observed
for the hole densities. In the absence of an exchange field, the
lowest high-spin state mixes little with the low-spin state and
the values of ISF remain almost constant. When exceeding the
critical crystal-field value, a sudden jump in integrated inten-
sities occurs, followed by a slower decay of their asymptotic
values; see Fig. 3(b). In the presence of an exchange field,
mixing between high- and low-spin states occurs throughout
and a smooth transition of the integrated intensities is found.

Let us now consider the effect of the changes in ground-
state properties on the Kβ emission. The spectra in the absence
of an exchange field are given in Fig. 4(a). The XES spectra
are calculated for the 10Dq values indicated by the solid
vertical lines in Fig. 3(a). The lifetime broadening is reduced
with respect to the intrinsic value to 2.5 eV FWHM to bring
out the spectral features more clearly. Additionally, a Gaus-
sian broadening of 1 eV was used to simulate experimental
resolution. Since the high-spin ground state almost does not
mix with the low-spin state due to symmetry reasons, the
spectra in black and blue in the high-spin state are almost
identical. As expected, there is a sudden decrease in Kβ ′ in-
tensity when passing the spin-crossover transition. However,
note that changes occur over the entire spectrum through the
spin-crossover transition which are generally less pronounced
when the 3p lifetime broadening is fully taken into account.
In the low-spin state, the Kβ ′ is not constant, but continues to
decrease. In the presence of an exchange field, the lowering
of the symmetry allows the coupling between the high- and
low-spin states throughout the transition. The XES spectra
are calculated for the 10Dq values indicated by the dashed

FIG. 4. (a) The Kβ spectra in the absence of an exchange field
(�ex = 0). The used 10Dq values are indicated by the solid vertical
lines in Fig. 3(a). The spectra in black and blue are (predominantly)
high spin. The spectra in red are predominantly low spin. (b) The
Kβ spectra in the presence of an exchange field (�ex = 50 meV).
The used 10Dq values are indicated by the dashed vertical lines in
Fig. 3(a).

vertical lines in Fig. 3(a). The used 10Dq values are slightly
higher in energy than those in the absence of the exchange
field to account to the shift of the spin-crossover transition.
Additionally, the change in 10Dq values around the spin
crossover is increased to make the differences more visible.
The presence of the exchange field mainly affects the spectra
in the high-spin states; see Fig. 4(b). The spectrum in the
low-spin state just above the high-to-low spin crossover for
�ex = 0 is comparable to the spectrum with �ex = 50 meV in
the middle of the transition. In the low-spin state, the spectra
follow a similar trend independent of �ex.

Although it has been pointed out so far that the Kβ x-ray
emission spectra are significantly more complex than their
often relatively simple-looking spectral line shapes suggest,
it does not render them useless as a probe of change in the
local spin moment. Figure 5 plots the ratio of the Kβ ′ and
Kβ1,3 integrated intensities. It should be noted that for complex
systems, it is not always obvious how to define the Kβ ′ region
(even for theoretical calculations where the broadening can
be varied). Here it is taken as the cluster of states at low
emission energies and the cutoff is taken as the local minimum
between these states and the rest of the spectrum. Although
its definition and their absolute intensity are not trivial, the
nature of these states, however complex, still has a very high
SF = S − 1

2 character. Therefore, they still reflect changes
in the ground-state spin. This is demonstrated in Fig. 5,
where the change in integrated intensity of Kβ ′ is plotted
against the ground-state expectation value of the projected
total spin Sz (in the presence of an exchange field of �ex =
50 meV). Although not perfect, the Kβ ′ intensity follows
the trends in Sz. However, note that the ratios following
the S/(S + 1) rules should be 3

5 = 0.6 and 1
3 in the high-

and low-spin regions, respectively. The calculated ratios
are significantly lower since SF = S − 1

2 character occurs
throughout the spectrum, not only in the Kβ ′ region.

The calculations done so far were somewhat idealized
using a smaller lifetime broadening to highlight the spectral
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FIG. 5. The intensity ratio of Kβ ′ and Kβ1,3 as a function of the
octahedral crystal field 10Dq (blue lines) in the absence (solid) and
presence (dashed) of the exchange field. The red line shows the
ground-state expectation value of the projected total spin Sz in the
presence of the exchange field (red).

features. Figure 6(a) shows a comparison of the experimental
data [8] on Na3Co2SbO6 and theoretical spectra as a function
of pressure. The calculated spectra are shown with a realistic
lifetime broadening. The broadening depends on the emission
energy. In the Kβ1,3 region, the lifetime broadening is 3.75 eV.
The value then increases to over 5 eV in the Kβ ′ region.
To compare the experimental spectra to the calculations, the
pressure needs to be converted into a crystal-field value. The
crystal field needs to fit the well-established value at ambient
pressure and the value needed for a spin crossover at the cor-
rect pressure [8,22]. Under pressure, the effective crystal field
increases due to a decrease in cobalt-oxygen distance d , which
shows a smooth decline of 10–15% from ambient pressure to
100 GPa. The change in d is taken to follow the behavior of
the lattice parameters [8].The effective crystal field is the com-
bined effect of the larger t2g-eg splitting due to hybridization
and the increase in the point-charge crystal field. The effective
crystal field depends on the lattice parameters as (d0/d )a,
where d0 is the distance at ambient pressure [25]. In order
to satisfy these conditions, a value of a ∼= 5.1 is needed. This
is close to the value of a = 5 expected power for a change in
the crystal field due to a change in metal-ligand distance [25].

The experimental spectra in Fig. 6(a) do not show a clear
jump in the Kβ ′ and are consistent with the calculations in the
presence of an exchange field. This conclusion is reinforced
by the integrated intensities shown in Fig. 6(b), where no
sudden change occurs. Note also that the theoretical width
of the transition compares well with the experimental one.
This should be compared with the intensity change where the
local symmetry is not lowered by the exchange field. Here the
integrated intensities show a clear jump, which is not present
in the experimental results.

V. CONCLUSIONS

In this paper, the use of Kβ x-ray emission to study spin-
crossover transitions has been evaluated. First, the limitations

FIG. 6. (a) Comparison of the properly broadened calculated Kβ

spectra with a 50 meV exchange field (red) and experimental data
on Na3Co2SbO6 (black). The pressures in GPa are indicated in the
figure. (b) The dots give integrated intensities over the region from
7631.4 to 7639.2 eV. A comparison is made with the scaled theoret-
ical integrated intensities without (blue) and with (red) an exchange
field on the spins.

of Tsutsumi rules [17–19] to predict the absolute intensity
of the Kβ ′ feature was demonstrated. Although the relative
weights of the different spin final states is exact, the intensity
of the S − 1

2 final states, where S is the ground-state spin,
is not restricted to the Kβ ′ region. Despite that, the Tsut-
sumi rule gives a reasonable description of the trends across
the transition-metal series and the effects of a spin-crossover
transition.

The spin-crossover transition for divalent cobalt has been
studied in detail. It is found that the local magnetic moment
is stable over a large pressure range. Due to the coupling
between the low- and high-spin states, the transition as a
function of pressure is not sharp, but broadened by the spin-
orbit interaction. Even more surprising is the effect of a small
exchange field on the interaction. The lowest high-spin state
does not couple to the low-spin state in the absence of an
exchange field. This gives a jump in the spin. However, in
the presence of an exchange field, the transition as a function
of pressure is smoothed. In the low-spin state, this smoothing
always occurs since the low-spin state does couple to high-
spin states, albeit not the lowest ones in energy. In addition to
the exchange field, other interactions can lower the symmetry
in the high-spin state. For example, in systems with a sym-
metry lower than octahedral, the U ′ irreducible representation
also splits, allowing the coupling between low- and high-spin
states. In conclusion, the coupling between low- and high-spin
states makes the spin crossover in divalent cobalt significantly
more interesting than that in the typical d6 systems where
the change in spin of �S = 2 strongly reduces the coupling
between the two spin states.
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