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MX Data (& Sample) Handling (& 
Tracking) at the ESRF

Gordon Leonard
ESRF Macromolecular Crystallography  Group
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Data Storage Data Storage –– 10 years evolution10 years evolution

Data Production in 
2007:

300 TB
(MX BLs ~45TB)

The data rate has 
increased 260-fold 
over the last ten years!

Stored on central 
servers – not on 
individual beam-lines
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Data from ESRF MX Beamlines in 2007

# images ‘07
3 fixed λ

 

BL : ID14-1 419,000
ID14-2 335,000
ID14-3* 223,000

3 MAD BL : ID14-4* 290,000
ID23-1 907,000
ID29 720,000

1 μfocus BL : ID23-2 382,000

TOTAL 3,276,000

High throughput. During data 
collection images produced every 

few seconds. Need ability to 
process/analyse/track these as 

they are produced
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Network Attached
RAID Storage

Computing Clusters

40 Gbps

Internet

1 G
bp

s

10 Gbps

Tape Robot
(archiving)

FC attachments

Q315r
6kx6k pixels
35 MB/s

9x1Gbps

Data Handling at the MX Beamlines

Tape 
backup

• Allows ‘real-time’ data reduction
• Different servers for different BLs. 
• Only 10 day ‘live’ storage for MX users.
• Longer term archiving is left to the users.
• Situation O.K. for now

6 month

IHR data

100
days

User data

30
days

Beamline

Central Building
Computer Room
150 m2, 75 kW

CTRM Computer Room
120 m2, 75 kW

Networked Interactive Computing Environment
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Pixel detectors may change things

Pixel size 172 x 172 µm2

Readout time <3.6 ms 

Framing rate 10 Hz

PILATUS 6M detector
• Digital gating will allow shutter-less 
data collection. 

• Fine phi-slicing will become routine.

• Image production rates will soar

• Will no longer be able to send images to 
central storage during data collection (?)

http://pilatus.web.psi.ch/pilatus.htm
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Data and sample tracking – why?

BAG User (MX-999)

ID14-1 ID14-2 ID14-3 ID14-4 ID29 ID23-1 ID23-2

Where’s my data? Where did I collect it? When did I collect it? 

MX BAGs collect ~25,000 data sets/year – also ~90,000 screening sets
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Remote access makes this more necessary
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MX data & sample tracking at the ESRF

MxCuBE GUI (all 
MX beam-lines)

DNA

SC EH

Database
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The ISpyB LIMS – http://ispyb.esrf.fr

Experiment
Database

Beamline

Reports
about

experiments, 
results, 
samples

LIMS web pages

Information
about proteins,

dewars,
samples,

experiments
to be performed

(Remote) user

Pre-frozen 
sample User Office

Database
User Office,

Safety
samplesheets

ESRF

DNA

MXCube

ESRF staff / on site user

Web services

FedEx
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More about ISpyB………
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European SPINE standard 
Full specifications at http://www.spineurope.org, 
protocols menu

10 Character identification code:
- DataMatrix on the base of Caps
- Clear code near the DatatMatrix

DataMatrices read by SC3 sample changer

Datamatrices for SC3 pucks as well 

Hampton

Barcodes make sample tracking easier

Hampton

Also need to consider 
tracking dewars inside & 

outside ESR. 850 dewars / 
year (2007). Need to make 
sure they’re delivered to the 
right beamline. Will be done 

via ISPyB 

http://www.spineurope.org/
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Hampton

Dewar tracking is not trivial

Hampton
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MX mail-in data collection at the ESRF

The ESRF introduced the MXpress service in 2002 offering companies the option of 
a ‘mail–in’ data collection service.  MXpress offers clients an efficient & cost effective 
alternative to sending their staff to the synchrotron for data collection sessions that 
often lasts only a few hours.  Currently, MXpress has a client base of around 20 
companies with over 1000 samples being processed each year.

The provision of an efficient Mxpress service has been one of the main driving 
forces for the automation of the MX beamlines at the ESRF.  

MXpress has helped with the testing and development of sample changing robots, 
the automatic data collection system DNA & the ISPyB LIMS which is critical for 
sample tracking and subsequent reporting of results. All of these are now in routine 
use at the ESRF.

# samples 
screened 368 595 580 516 ~2,500

data set 94 154 151 196 595

data set special 32 36 29 38 135

Evolution of MXPress Service
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Summary

• MX data handling & storage at ESRF sufficient for current needs

• Needs will change if (when?) pixel detectors are installed on the BLs
• Initial storage at beam-lines?
• Faster computers for on-site processing & analysis?

• ~25,000 datasets and ~90,000 screening sets per year
• Data & sample tracking becomes vital
• ISPyB database/electronic logbook indispensible for this

• Barcodes are a good way of ensuring proper tracking
• Individual samples
• Pucks containing many samples
• Dewars containing several pucks  
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